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Abstract—Existing wireless MAC standards are known to have explicitly supports a policy similar to EDF (earliest deadl
faimess problems. In this paper, we ask a more fundamental first). The solutions to fix the fairness problems of existing
question: should fairness be a property of medium access, or MACs (especially IEEE 802.11) have the same problems. For

in other words, are we placing the blame on the right place? . . - .
We argue that fairness is a property of applications and must instance, [15], [13], [28], [31] embed their solutions ifAC

be implemented by applications. Medium access control sha  directly so that MAC is tuned to support only the notion of
simply provide mechanisms for application-defined fairnes poli- fairness that the authors define.
cies to be implemented effectively and efficiently. We argue Independent of whether such policies are adopted by de-

that these mechanisms must provide separate control knobs _. . .
for two main functions of MAC, namely, fairness control and signers explicitly or purely by chance due to some design and

contention resolution, in order to enable their independen
evolution. Furthermore, they must be lightweight and their
behaviors must be predictable to enable efficient and congent
implementations of fairness policies on top of these mech@ms.
Existing MAC standards do not follow these guidelines. In tfis
paper, we design a new MAC protocol, calledSiren adapted from
an existing MAC protocol using these guidelines, and impleent
Siren in a real multi-hop wireless network. The efficacy of ou
design is demonstrated by implementing on top of Siren varios
popular fairness policies such as static priority, fair time sharing,
proportional rate allocation, earliest deadline first (EDF) and
proportional fairness and measuring their performance in ar
network testbed.

|I. INTRODUCTION

implementation artifacts, a MAC protocol embedded with a
predefined notion of fairness makes it very difficult to suppo
diverse fairness policies that application utility furoects dic-
tate. Furthermore, an embedded fairness policy which suits
some applications may be unfair for different applications
These two observations, namely (a) the ever-growing list of
point solutions to enforce different fairness policiesuicing
MAC protocol changes and (b) the difficulty in enforcing a
fairness policy in a MAC which already has an embedded
notion of fairness motivate us to take an altogether differe
approach to the problem of MAC architecture design. In this
paper, we outline important design principles for a flexdnhel
efficient MAC architecture designed to support application

One of the frequently cited problems of current wirelesgvel fairness policies; whatever those policies may be. In
networks is related to lack of fairness. The reported fasneorder to demonstrate that these principles are realizaibde a
problems of MAC include, to name a few, starvation [24Jeffective using off-the-shelf radios, we propose and imat
[11], [29], priority inversion [30], inequitable allocath of a new MAC protocol calle®irenon the MicaZ sensor radio
bandwidth [29], lack of QoS support [18] and multi-ratehip interface. We then show the versatility of Siren by
LAN unfairness [14]. The research community has comimplementing various fairness policies including statiopty,
up with several solutions [24], [30], [18] to such fairnesgir time sharing, EDF and proportional fairness on top of
problems. The common thread among such solutions is tisiten in our network testbed. In particular, the proporion
they often require altering the MAC protocol significantty t fairness in multi-hop networks has never been implememted i

achieve the authors’ notion of “fairness”, in effect embieddx  a real network. We provide its first practical implementatio
fairness policy into the MAC. Clearly, this makes them “@oin  Oyr main contributions in this paper are:

solutions”, wherein the proposed changes to the MAC for one
solution are incompatible with those for other solutioneeT
underlying reason for this is tidAC-centricnotion of fairness
prevalent in the research community today. 2)
Evidence for this can also be seen in the design of several
existing QoS-enhanced MAC protocols such as IEEE 802.11¢e
and HIPERLAN/1 [5]. These MAC protocols either explicitly
or implicitly implement some notions of fairness defined by
their designers. For instance, IEEE 802.11e implicitlymans 4)
a fairness notion similar to proportional rate allocationcag
different priority classes where the exact allocation agthre
classes are hard to tract due to interaction with contention

1)

Identifying design principles for a flexible and efficient
MAC architecture.

Proposing of a MAC architecture, Siren, which follows
these principles.

) Developing algorithms for the implementation of several

different fairness policies on top of Siren, demonstrating
its flexibility and efficiency.

Implementing Siren and these fairness policies on a
conventional CSMA-based radio — the CC2420 and
experimental results on a 30 node multi-hop sensor
testbed.

resolution (CR) and window backoffs, and HIPERLAN/1 The rest of the paper is structured as follows: Section Il



present the design principles, Section Ill presents Sihen. cannot be implemented along with some fairness policies of
Section IV, we propose algorithms for several fairnessguedi  applications if PR requires use of RTS/CTS.
for implementation on top of Siren. In Section V, we describe The conventional coupling of PR and CR also degrades the
the implementation of Siren on the CC2420 [2] radio. Imodularity of the system by causing problems in one domain
Section VI, we study the efficacy of our implementation on # creep into the other, interfering with their correct cem.
real multi-hop wireless sensor network testbed comprising For instance, IEEE 802.11e’s CR mechanism specifies that
30 Micaz sensor nodes. Section 6 discusses related work @mel backoff timer of a station needs to be paused when it
Sections VII and VIII present related work and concludes trgetects activity on the channel, and then resumed again when
paper. the channel is idle. Thus, it is possible that a lower pryorit
station may capture the channel causing priority inverg36h
Therefore, the decoupling of PR and CR is essential also for
1) An Application-centric Fairness Approach: We per- the modularity of the system.
ceive fairness to be a property of applications leaving the 3) Lightweight and robust priority resolution: The imple-
MAC to do what it does best, i.e. medium access. Fairngsgentation of PR in multi-hop wireless networks may require
and efficiency are in the eyes of beholders. They are pr@sertsharing common knowledge about the priority of outstanding
strictly governed by the utility of application. It is thesggon- packets among nodes within an interference range. In some
sibility of the application (and not the MAC) to define the &yp protocols [19], [18], this is achieved by piggybacking petck
of fairness that it needs (e.g. temporal fairness, propaati priorities in each packet transmission including RTS/CT8 a
fairness, max-min fairness, etc.) and then enforce thi®not acknowledgment. However priority information may become
of fairness upon the MAC. Thiapplication-centricnotion of stale or lost due to several reasons. First, packet pgeriti
fairness follows directly from the well-known system desigmay change dynamically even at the time-scale of medium
principle to separate mechanisms from policies. Sinceéais access, requiring nodes to perform an RTS/CTS exchange
policies are application-defined, MAC must simply implemerevery time the packet priority changes (the CTS is necessary
mechanisms in which application policies can be efficiently inform nodes two hops away). Second, priority informiatio
implemented. We view that this decoupling between fairnessuld be lost due to collisions and interference. Stale st lo
policy and fairness mechanism to be the key principle ipriority information may lead to deadlock in these protecol
designing MAC. PR must rely on only (if not at all) a minimal amount of
2) Decoupling Priority Resolution From Contention information sharing which can transpire in the time scale of
Resolution: There could be many different ways to construghedium access and such information sharing must be robust
mechanisms for implementing various fairness policies. ¥ channel interference and noise.
common technique is to (1) assign priorities to data packets
(2) manipulate these priorities dynamically to implement a 1. THE SIREN MAC ARCHITECTURE

specific policy dictated by applications, and (3) ensureneha |, Siren, time is slotted, and all nodes within a two-hop

nel access to be ordered in terms of the priorities. Sevefglge are synchronized at the slot boundaries. In each slot

schemes [19], [18], [25], [28] follow this approach whergy,ckets queued at a node for transmission undergo three
fairness mechanisms are supportedobigrity resolution(PR) phases in sequence: 1) A priority assignment phase in which

- the mechanisms to implement the prioritized access e head-of-line (HOL) packet is assigned a discrete fyiari
packets. They differ mainly in the ways that CR is co

; , "My < i < P, whereP is the number opriority levelssupported,
bined with PR. Unfortunately many of these protocols allognd 0 is the highest priority. 2) A PR phase where nodes

their contention resolution mechanisms to depend on f88M&ith hacklogged packets contend for the medium based on
control mechanisms (in this case, PR). This coupling of CReir 4oL packet priorities. At the end of the PR phase, only
and PR mechanisms hinders independent evolution of eggR oqes with the highest priority HOL packets are left for

mechanism. There exists a large body of work to improve,iention in the CR phase 3) A CR phase during which nodes

CR along i_ndependently from PR. If PR uses a specific Wa¥i the same (highest) priortycontend for the medium on
that CR is implemented, then such improvement work canngt equal basis.

be easily applied. For exampl_e, DWOP [19] uses RTS/CTSBy clearly separating the priority assignment phase from
and a_ckn_owledgment fo_r sharing of common knovyledge e CR and PR phase, and keeping it independent of the
the priorities of outstanding packets among competing HOd?/IAC, Siren fulfills the first design principle of allowing the

BTPS [30] also uses RTS/CTS and multiple channels. Th‘&?glicaﬁon to decide the fairness policy. The specific itketa

if a new and improved medium access scheme does n%t he priority assignment phase depend on the application’
RTS/CTS, acknowledgment or CSMA/CA types of CR, t Chirness requirements, and we give algorithms for priority

the schemes devised in [19], [25], [28] are difficult t0 apply,sqignment for different faimess policies in Section IMs@

Sometimes the _use_of a different medium access mEChan separating the CR and PR phase, Siren fulfills the second
than RTS/CTS is dictated by upper layers such as routing.

Good examples are ExOR [8] and networking COding [ZO] tha'tlFor brevity, we will abuse terminology and refer to “nodeshvHOL
use strictly broadcast not involving RTS/CTS. These prai®c packet priority:” as “nodes with priority:”.

Il. DESIGNPRINCIPLES
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Fig. 1. (A) shows the working of Siren for nodes A, B, C and Dhajitriorities 1,1,2 and 3 respectively. Both A and B put beacon the channel after one
CCA time. C and D sense the beacon after two CCA times, andehtTey postpone their transmissions to the next time sloth Boand B enter the CR
phase and will contend for the channel. A picks a shorter dfd@nd successfully transmits a packet, while B sensespiiket and defers its transmission
to the next slot. In the third time slot, C transmits beacderaivo CCA times which is sensed by D after three CCA timesidéeD defers its transmission,
while C transmits its packet. Finally D transmits its beaeon packet in the fourth time slot. (B) shows the expanded witone time slot which clearly
shows the PR and CR phases. (C) shows how node A uses a higimmbiansmission power to block out potential interferimages for receiver B. C
is a one-hop node whose transmission to G would interferh ith A's transmission and B’s reception. F and E are two-hoges whose transmission
would affect B’s reception. I's transmission to D would ndfieat A or B, however D's acknowledgment to | would interferéth B’s reception. Node H's
transmission would not affect A or B, but it will get blockedito This is an instance of the exposed terminal due to Sifesécon transmission.

principle of decoupling priority resolution and contemtio in Siren is the CCA time multiplied by the number of priority
resolution. In addition, the design of Siren also makesghlyi levels plus one beacon transmission time. Since the CCA
efficient compared to other QoS MACs like 802.11e as wéane for most radios is much smaller than the minimum valid
shall see later in this section. We now look at the CR and Riacket transmission time, beacon sensing results in signifi
phases in more detail. overhead savings.

A. Priority Resolution in Siren To quantify the overhead saving achieved by beacon sensing
The priority resolution phase of Siren is inspired from thatve compare the overhead of the PR phase in EY-NPMA and
in EY-NPMA and its variants [5], [27], in which nodes relySiren normalized by the total time for transmission of ongda
on short pulses of energy beacongo inform their neighbors packet (with different data packet sizes and 10 prioritelsy
about the priority of their outstanding packet. Hence, tha Figure 2. We look at two radio environments: Wireless-
overhead incurred in the PR phase of EY-NPMA is the timeAN (WLAN) and ZigBee [4]. ZigBee radios have a link
for transmission of the beacon times the number of priorigpeed of 250Kbps (resulting in a per-byte transmission time
levels supported. Clearly, smaller beacons incur lessheast. or “byte-time” of 32us, CCA time of320us and minimum
Early radios (e.g. CC1000 [1]) support bit streaming whichacket transmission time dfi2us (there is a detailed dis-
allows transmission of extremely small beacons. However thussion of these numbers in Section V-A), while WLAN
new generation of packetizing radios (e.g. CC2420 [2], mosidios have a link speed of 11Mbps, CCA timeléfus, and
commercial 802.11 radios) does not support bit streamiinlg aminimum packet transmission time o84us. As a comparison
allows only valid packets with standard compatible heatterswe also plot the overhead for an 802.11e-based PR scheme
be transmitted. This limitation can significantly increabe where priority resolution is achieved by performing badé&of
overhead of the priority resolution phase if the minimumdal over non-overlapping backoff windows [7] i.eDIFS; =
packet size supported by a standard is large. Siren ovesomd F'S; | + CW,_1, whereCW; is the backoff window for
this limitation by the use obeacon sensingThe basic idea priority level i. Here the overhead for priority resolution is
is that since a node does not need to completely receiveha backoff period times the number of priority levels. We
beacon to be aware of a higher priority node in its vicinity, assume the conventional backoff period of 32 byte-times;
only needs to detect the presence of the beacon on the chanr#&4ms for ZigBee andi80us for WLAN. Siren’s beacon
through CSMA. We now discuss this concept in more detagensing saves about 20% overhead compared to EY-NPMA
1) Beacon SensingA node with a priority: waits fori in ZigBee radios, while the saving goes up to 100% for
CCA (clear channel assessment) timésich is the minimum WLAN radios. This is because the CCA time is relatively
time to sense a (beacon) transmission from a neighbor. @oser to the minimum packet transmission time for ZigBee
the end of thei-th CCA time, if the channel is idle, theradios compared to WLAN radios. Interestingly, 802.11éwit
node transmits the beacon and enters the CR phase. Howewven-overlapped backoff periods incurs almost 100-150%emor
if it senses any beacon befoieCCA times, then it defers overhead compared to Siren. This is because in 802.11e the
its own transmission to the next time slot. If there exidPR and CR schemes are interlocked with each other, and
many nodes with the same priority, they all transmit beacohence each additional priority level incurs the overheaolsf
simultaneously and will enter the CR phase together. Aslditional backoff period while in Siren, adding an additib
illustrated in Figure 1 (A), the overhead for the PR phagaiority level requires only an additional CCA time.



Priority Resolution Overhead work. Our experimental results presented in Section VI are
For obtained without this tuning.
3) Time Synchronization:Siren does not require global
clock synchronization. The protocol works as long as the
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o sender is synchronized with all potential interferers libohe
0154 and two-hop nodes). Hence conventional distributed clgok s
o] chronization algorithms which depend on hop-by-hop clock
O St0bysZgBes | 1000ByissZghes | S0bytssWLAN | 1000 bytes-WLAN synchronization [10], [22] are appropriate for Siren. We us
Data Packet Size FTSP [22] for our testbed.

Fig. 2. Normalized priority resolution overhead for SirdflY-NPMA and . . . .
802.11e with non-overlapped backoff periods with differdata packet sizes. B. Contention Resolution in Siren
The nodes that survive the PR phase compete on an equal

basis for channel accesses in the CR phase. Siren uses

2) Beacon Transmission Powertn Siren, a node uses CSMA/CA with fixed window backoffs for CR. Nodes take

beaconing to inform its neighbors about its priority. Hoeey @ random backoff and sense the channel at the end of the
hidden terminals located at two hops away from the node, af@ckoff period. If a node senses a carrier, then it simply
at one hop away from its intended receiver may not be atl@es to the next slot where it runs the PR phase again. This
to sense the beacon and may interfere with packet receptRsfieme provides equal chances to all competing nodes in the
at the receiver [24], [11], as illustrated in Figure 1 (C).i’lh CR phase. We choose this CR mechanism because it is very
problem is not handled in EY-NPMA and IEEE 802.11e (notgmple to implement; other more efficient CSMA schemes can

that RTS/CTS does not enforce PR across two-hop ranges3/S0 be incorporated [15], [17]. This is an advantage ofrSire

Siren’s approach for this problem is highly efficient; it sge as it allows any CR mechanism to be incorporated without

higher transmission power for beacon transmissions cosmlpaFnOd'fymg the PR mechanism.

to data transmissions to preserve the correctness of PRsacro
two hops. The transmission power for beacons should be
enough to reach all potential interfering nodes for A's intted In this section, we demonstrate how Siren allows effective
receiver. In this paper we set the beacon transmission povwed efficient implementations of various fairness and QoS
of all nodes to be roughly three times that of their data trangolicies. We consider the following single-hop and mutigh
mission power (Section V-C) for a simplified implementatiorfairness and QoS policies: static priority, EDF, proparéib
This is decided based on the following reasoning. Assumitigte allocation, and proportional fairness. The core atage
free-space propagation, where the transmitted signalsdogp of Siren is that these policies can be implemented at the
square root of distance, quadrupling transmission power fapplication without any modification in MAC. Below, we
beacons corresponds to doubling distance, hence ensheng present our implementation; since the implementationatfcst
the beacon is received by all two-hop interferers. Howevaatiority is straightforward, we omit its description.

since beacon packets need to be only sensed, not received, we

find through experiment that simply using three times tha daft- Proportional Rate Allocation and Time Fairness

transmission power works for most cases. Consider the problem of proportional throughput alloaatio
Using the same beacon transmission power for all nodiesa WLAN [12]. Let there beN nodes in a WLAN which

in the network is a conservative approach which may caussuire service differentiation to the effect that theitasbed

the beacon transmissions of some nodes to reach farther attapughputs are in the ratie; : ro : ...ry. A related

from interfering nodes and shut down non-interfering nodgsoblem is maintainingemporal fairness(where all nodes

from transmission leading to loss of network capacity. Thigceive equal channel time) in multi-rate WLANS. Suppose

problem is called thexposed termingbroblem. An example N stations access the channel with different transmissitas ra

is shown in Figure 1 (C). Node H will be shut down by AsR;, R»,... Ry (due to varying channel quality) in a WLAN

beacon, even though its transmission will not interferehwitwhere all nodes can hear each other. IEEE 802.11b has been

As transmission to B. Recent work has established thatshown to be highly “unfair” in such an environment [14]. A

is possible to detect the interference relations betwe&es o solution is to to assign equal time-shares among competing

on a run-time basis [32]. In addition, transmission powerodes on the channel. Existing work [15], [13], [28], [31]

can also be tuned so that transmissions reach only a setimplements this solution by directly modifying MAC. Our

interfering nodes [21]. Hence it is possible to tune the beacsolution does not require any modification of Siren. The

transmission power on a per-node basis, so that it reachesiporal fairness problem can also be framed as a propaltion

the set of interfering nodes and no farther. This will natate allocation problem in the following manner: if thé

eliminate all cases of exposed terminals, but will defigitelnodes access the channel so that their obtained througdmeuts

result in improvement in network capacity. However, we dproportional to their transmission rates, ife, : Ry : ... Ry,

not explore this option in this paper, and leave it for futurthen the time spent by each node on the channel is equalized.

IV. IMPLEMENTING FAIRNESSPOLICIES



We propose the following algorithm for achievirgpprox- C. Proportional Fairness in Multi-hop Networks
imate proportional rate allocationLet there beP priority

- - < , o Chen et al. [9] propose a joint design of congestion control,
levels available. A station, 1 < i < N, sets the priorityp;

; X : : routing, and scheduling to maximize aggregate utility in a
of its outgoing packets by?xeCH“”g a maximum®Bf- 1 ireless network. The algorithm is implemented as follows.
Bernoulli trials with probability¢(i) = sx—-. If it wins in Each node maintains a per-flow queue. A node decides
trial m, 1 <m < (P —1), it setsp; = m. fitruns P — 1 yhich per-flow queue it services next and where to route a
trials without success, then it sgis= P. packet from this queue based orpece which is computed
We omit formal proof to save space. Instead, we providg taking a queue size difference between that node and its
an informal discussion. To see why this algorithm gives theeighbors. More precisely, léf andi¥ be the per-flow queue
required rate allocation, consider a single time slot. lfyam |ength for flow k& at nodesi and] For each flowk, nodes
single node wins in the first Bernoulli trial, then it sendss@b computes price” between itself and each of its neighbors
con with priority 1, and grabs the channel to transmit itsadatj as follows: Ck — IF - CZ indicates whether node
packet. This occurs with pfObab""Zl L 6()(1=6()¥'. i should route packets belonglng to flow over nodej.
Now, if more than one node wins the first Bernoulli trial, theﬂhtwtlvely, the largest value o€¥ hints that nodei should
all such nodes simultaneously transmit beacons and erger {§ute packets for flowt: over the neighboy with the smallest
CR phase. As the CR phase in Siren gives equal opportuniiyeue lengths. If multiple per-destination queues at notle
to such nodes (as all are in one hop), then the medife backlogged, nodefirst schedules a packet of floivand
access probabilities among such nodes do not follow th§rwards this packet to its neighbgrso that the differential
required ratios. However, note that the probabiliigs) are price C¥; is maximized for all flows: and all neighborg. The
normalized to 1. Hence, on average, the number of nodgsionale behind this is to give to congested nodes a pidedt
winning the first (or any) Bernoulli trial is close to 1. Henceyccess to the channel so that they can drain their queues
the probability of medium access for a nadepproximates the faster (a large queue may cause a large price). The original
Bernoulli probabilitys(i). Since the Bernoulli probabilities arealgorithm in [9] require solving distributed maximal maitct
normalized based on the required proportional rate alil@eat over two hops for every packet transmission. This is vergtim
the medium access probability of nodes winning the firgbnsuming. Instead, we approximate maximal matching by
Bernoulli trial approximates the required ratios. mappingC?; of the packet to a priority level and using Siren
Now consider the case that no node wins the first Bernowd resolve priorities among competing neighbors. Note that
trial — this happens with probabllltﬂl 1(1 = (7). Such with a queue size oA packets per flow, the value 61‘1’“7 may
nodes try the Bernoulli trial again and by the same logigary between—(A — 1) and A, hence requirin@A priority
as above their access pattern also approximates the réquiegels for a one-to-one mapping. The packet is then tramshit
ratios. This process is repeated fBr— 1 trials. All nodes by Siren using this priority level. This approximation does
which do not win in any of the” — 1 Bernoulli trials transmit not guarantee proportional fairness, but it provides atjmaic
beacons with priorityP. Clearly the medium access patterimplementation that still achieves a high aggregate wtiit
between this set of nodes will not follow the required ratiahe system, which is defined to B€ log(z) wherez is a
but will be equally distributed. However, the probability oper-flow throughput. This is shown in Section VI.
all nodes not winning theiP — 1 Bernoulli trials is given by
(TTY, (1—@(i)))"~". This probability quickly falls down to 0 V. MICAZ IMPLEMENTATION
with increase inP. Hence the more number of priority levelsy  ~c2420 Transceiver — Overview
available to the system, the closer is the approximatiom¢o t
desired ratios.

The MicaZ [3] sensor node contains the CC2420 [2]
transceiver which is a ZigBee [4] compatible radio. It has a
link speed of 250Kbps, resulting in a per-byte transmission
time of 32us. It support8 different transmission power levels

EDF scheduling can be implemented as described by Kaanging from a minimum of-25 dBm (< 10uW) to a

odia et al. [18]. Every packet at its source is stamped withaximum of0 dBm (I mW). It contains two buffers of size
a TTL (time-to-live) which is its desired end-to-end delay28 bytes each for outgoing and incoming packets respéctive
bound. At every hop, just before the transmission of thRRackets placed in the outgoing buffer need tovhkd — they
packet, its TTL is decremented by the amount of time spemiust strictly adhere to the ZigBee packet format, else they a
in the queue. The TTL is directly mapped to a priority level alropped.
each hop. This allows nodes with backlogged packets whichThe ZigBee [4] standard specifies the minimum PHY layer
have a very low TTL to access the channel quickly and flusteader of5 bytes ¢ bytes preamble antl byte synchroniza-
such packets. We assign the priorityof an outgoing packet tion), a MAC layer header o bytes and2 bytes of CRC.
i as follows. LetD,,,, be the maximum deadline value thafThis implies that the minimum packet size with no payload
a real time packet can have aftibe the number of priority in CC2420 is16 bytes. Also, the standard specifies that the
levels. Suppose that a packebas a deadlind;. Thenp —¢ maximum packet size (including PHY, MAC headers, CRC
is set tod; /A whereA = D0,/ P. and payload) is restricted to 128 bytes.

B. EDF Scheduling in Multi-hop Networks



B. Beacon Transmission

The minimum packet size limitation of 16 bytes corresponds W

to a beacon transmission time o6 x 32 = 512us. By means
of experiments, we found out that CC2420 requires sensing

27, 29
the medium for10 byte-times= 320us to sense activity on k»,\‘
the channel. Hence we use a beacon sensing tini2@ds \'/EE‘L 3
for our implementation. Unless otherwise specified, we use Ggm A“ 7
priority levels for Siren incurring an overhead3#0 x 6+ 512 K\V
us = 2.4ms per packet transmission for priority resolution. ‘,,
11
C. Beacon/Data Transmission Power — c
We use -5 dBm (31&W) transmit power for data packets, F\
and 0 dBm (1 mW) for beacons. — . 5

D. Time Synchronization 25m

We use the FTSP [22] algorithm for time synchronization.
In our multi-hop testbed comprising of 30 MicaZ sensor npdesg. 3. Above figure shows the 35 node mote testbed distdbatzross
the FTSP algorithm takes 4 minutes (with time synch messag@es floor of the MRC building. Lines between nodes indicataneativity
broadcast every 10 seconds) for all nodes to synchroni2ghieved with data transmission power of -5 dBm.
All data transmissions begin 4 minutes after the start of the

experiment. Since time synchronization messages are sent a koffs. Just bef K . d f
broadcast they are prone to loss due to collisions with d ckoﬁs. ust f_e o(;e p_ag et t;\animsagn,fahnobe rl)(erﬁarr;s
packets. This makes it difficult to maintain time synchro—aC off over a fixed window. At the end of the backofi, the

nization under high network load. To prevent this problerﬁ]b,Od:(a tfrfansn_nts the pl‘?c'(fet i thﬁ. chancr:]ealég idle, else /|tstgi<e

synchronization messages are sent with a priority lével ackotragain. W? wiireter to this MA MA-DATAJACK
for the rest of this section.

E. Large Packet Size Emulation B-MAC does not support the use of RTS/CTS. For a fair

The CC2420’s maximum packet size limitation of 12gomparison, and as an additional performance baseline, we
bytes is too small relative to the overhead caused by beadBlplement RTS/CTS for B-MAC and use it in our experi-
transmissions. To overcome this limitation, we maintain &ents, in addition to the regular DATA/ACK mode of access.
virtual packetat the MAC layer in which the transmissionWe denote it aCSMA-RTS/CTS
of larger packets is emulated. For every data packet of sigd CSMA with Differentiated Backoffs: We emulate the
128 bytes received from the upper layers, the MAC drivepriority resolution of 802.11e and its variants using diffe
retransmits the same pack&tnumber of times. The receiverentiated backoffs in B-MAC. Our implementation assigns
counts the number of CRC-valid copies of a packet it receivé¥n-overlapped backoff periods to 6 priority levels, alilogy
If it receives X copies of the same packet, it will send arbsolute service differentiation and denote itPA4AC.

ACK, else it will silently discard all copies of the packehd (¢) DWOP: We implement DWOP on top of B-MAC with
sender, after sending copies, waits for an ACK. If it does RTS/CTS as described in the original paper [19], referrimg t
not receive an ACK, it will signal a failure to the upper lager it as DWOPIn this section.

and try again. This emulates closely the behavior of a packet _

of size 128 x X bytes. In our experiment, we sét to 3 for B- EDF Scheduling

an emulated packet size of 384 bytes. We implement EDF scheduling as described in Sec-
tion IV-B. Each source node stamps a TTL &f0ms on its
outgoing packets. At each hop this TTL is decremented by
A. Experimental Methodology the amount of time spent by the packet in the queue before

Our sensor network testbed consists of 30 MicaZ sendeansmission. This TTL is used directly as the packet psiori
nodes distributed in labs and student offices in our compufer DWOP, while it is mapped to 6 discrete priority levels for
science building, as shown in Figure 3. We compare ti&ren and PMAC.
performance of Siren (implemented as described in Sectjon V We report the distribution of the average per-flow delay for
with the following MAC protocols: 15 runs with10 flows each in Figure 4 (A). Figure 4 (B) shows
(&) Randomized Medium Access (CSMA) As the base the fraction of the runs for each MAC in which the average
case of a MAC protocol which does not support prioritper-flow delay is less than the EDF deadlin&s@fms. Siren is
resolution, we consider B-MAC [23], which is the defaulable to maintain a delay less than the desired TTLSfil of
MAC protocol for MicaZ sensor nodes under the TinyO%he runs, while in the case of DWOP and PMAC, o8l and
environment. Medium access in B-MAC is similar to that in5% of the runs fulfil the EDF deadline. The poor performance
802.11, with the exception that it does not perform expaaéntof DWOP is due to inconsistent cache information causing

VI. TESTBEDRESULTS
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Fig. 4. (A) shows the distribution of delays in the EDF scHeduexperiement. (B) shows the fraction of runs which haverage per-flow delay to be

less than the EDF deadline of 500ms. (C) shows the aggrelgateghput of all such runs for each MAC.

frequent deadlocks. This problem comes up quite frequen@y Static Priority Scheduling

on our testbed due to long, lossy links common in wireless\ye consider an environment where two classes of appli-
networks. One _such problem scenario is illustrated in F@Ur cations coexist — high priority (HP) and low priority (LP).
Such a scenario causes large delays for the affected flowsqr fairness policy is to allow the HP flows access to the

Siren does not suffer from the same problem in the preserateannel as much as possible, deferring access to LP flows.
of lossy channel. This is because HOL priorities are adsediti This is achieved by setting the priority of all HP flows to be
through beacons which are short packets, and hence do higher (set to 2) than that of all the LP flows (set to 3). Our
incur high loss rate. In addition, it is not necessary for deno experiment consists @fHP flows which transmit at a constant
to receive the beacon fully and correctly to determine thathét rate of 3 Kbps, while5 LP flows transmit at a constant
neighbor has a high priority packet pending. As long as liit rate of 5 Kbps. The sources and destinations of th&se
detects a busy channel, it will defer access. flows are selected randomly. This experiment is repeated
6i[r]nes with different (source, destination) pairs. We repbe

We also run the same experiment with Siren with beac . : )
\;vrgpughput of each class normalized with the source sending

transmission power set the same as data transmission power, . Fi 6 (A) and 6 (B
denoted bySiren - Normal Power Beacong\lthough this rate in |g6uris rE )anh (b).h DWOP and Si bl
seems to slightly reduce the average per-flow delay compare(]j:'gure (A) shows that bot and oiren are able

to Siren with high power beacons, the aggregate through;ﬁ%tpm\’ide full access 1o HP flows with D.WOP performing
W Irnewhat better. However, DWOP does this at the expense of

per run is also reduced. This is because the normal po 3 .
beacons cannot preserve priority across two hops, caui}foézughpu”or LP flows. FromOFlgure6 (B) we can see.that L.P
hidden terminal collisions, reducing the throughput at the: SN D_W,OP ggt about 50/0_°f the .throughput aph|eved n
destination. Siren. This is again due to the inconsistent cache infoonati
caused by lossy links in our testbed. Note that for DWOP, the
HP flows do not affect each other, since they are all set to
the same priority level (2), hence HP flows do not get into
deadlock due to each other. However, LP get deadlocked if
there is a high priority flow within two-hops. Figure 6 (C)
shows the fraction of LP flows in all the runs that get starved
(O throughput).

Monitored Flows Priority Information from Neighbors

8->14 (RTS)

7->8 (CTS/ACK) ‘

@—»,@

Fig. 5. Above figure illustrates the DWOP problem in lossyweks. Flows We now look at proportional fairness in multi-hop networks
33 — 32 — 31 and7 — 8 — 14 are real-time flows from one of the runs | qi _ iz ati ; i
in the EDF scheduling experiment. Node 3 is the source of a fidvich usmg the cross Iayer_ qpun_mzaﬂon framework_descrlbed N
was observed to be starved. We monitored node 3 and founditthes S€ction IV-C. The optimization framework consisted of thre
continuously deferring its own transmission due to peexihigh priority components, source rate control, per-flow queuing and MAC
packets in its neighborhood. The figure on the right repteste normalized i i ; amic
fraction of time spent in deferring attributed to the cansint flow segments. SChedu“ng' Instead of dlreCtly comparmg the perform €
About 75% of the time 3 defers due to the RTS heard from node32¢ 31) the framework under ?aCh of DWOP, Siren and PMAC., we
or the CTS heard from 3238 — 32). This is not because the flod8 — 31  take the approach of incremental performance evaluation of
is a high rate flow (the flow rate is set at 3Kbps), but becauseRIiS/CTS
packets from 32 experience an 80% loss at node 3. The congetpta packet each component. . . . .
signaling the end of the transmission is always lost due ta gacket size ~ We start with the baseline, which is a framework without
being considerably larger than the RTS/CTS size, leavinga&ibcked. The any congestion control or scheduling. We select 8 sources
randomly which transmit packets as fast as possible toward
8 randomly selected destinations. We refer to thiC&MVA-

priority information from neighbor node 8 reaches 3 withouich problem
DATA/ACK-Full-Rate We then add the source rate control

D. Proportional Fairness in Multi-hop Networks

since the loss rate from 8 to 3 is 5%.
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(A) and (B) show the normalized per-flow throughpuhah and low priority flows respectively, in increasing ardehroughput is normalized w.r.t

source sending rate (3Kbps for high priority and 5Kbps fav fariority). (C) shows the fraction of low priority flows gétg starved (O throughput).

and per-flow queuing components to the framework, but leave
out the MAC scheduling component. We refer to this result
as CLO-CSMA-XX- the suffix XX denoting whether the
underlying MAC uses RTS/CTS or just DATA/ACK. Finally,
we test the full framework under Siren, DWOP and PMAC,
denoted respectively aSLO-Siren CLO-DWOR and CLO-
PMAC. The performance metric we report is the aggregate
utility (> log(x)), wherez is the throughput obtained by a
flow. We report the distribution of the aggregate utility in
Figure 7.

Note that a low value of the aggregate utility indicates seve Fig. 7.

starvation for some flows, although the aggregate throughpu
may be high as seen in Figure 8. The main causes of flow
starvation in conventional wireless networks are the iaeher
MAC-layer unfairness observed in CSMA-based MAC proto-
cols [24] and the lack of effective congestion control which
causes queue overflows at intermediate nodes [16], [29h Bo!
these factors cause the low aggregate utility in the case «
(CSMA-DATA-ACK-Full Raje By adding source rate control
and per-flow queuing the starvation due to queue overflowia 8
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Distribution of aggregate utility_ log(z) for CLO experiment.

Per-Flow Throughput: Baseline Vs CLO-Siren

Comparison of per-flow throughput of baseline CSMAMWCLO-

is mitigated to some extent, as can be seen in the caseswdn for one specific run. Note that CSMA's aggregate thinpug is higher,
CLO-CSMA-DATA/ACKaNdCLO-CSMA-RTS/CTS he |arge but CLO-Siren gets better utility since no flow is starved.

improvement seen IlCLO-CSMA-RTS/CTHdicates that a
significant factor of the flow starvation is due to hidden

terminal scenarios on our testbed. The disappointingly loyhich we report in Figure 9. We use Siren with 6 priority

utility in CLO-PMAC compared toCLO-CSMA-RTS/CT%
due to the vulnerability of PMAC to hidden terminals.
Finally CLO-Sirenand CLO-DWOP both show the max-
imum value of the aggregate utility among all the tested
cases. This shows that even after congestion control and pe
flow queuing, there is still exists some scope of improvemen
by tuning the MAC scheduling component. It is interesting
that both Siren and DWOP provide more or less equivaler
performance for the proportional fairness framework.

E. Proportional Rate Allocation Fig. 9

levels for this experiment.

ldeal Allocaton bwoe  siren

nnnnnnnnnnnnnnn

Proportional rate allocations for DWOP and Siren pared with

We test the efficiency of Siren in approximating the rati® deal rate allocations for 4 and 6 sources.

allocation by running the following test. We pick 4 and 6

nodes of our testbed in sequence in such a way that theyDWOP represents the faithful implementation of our rate
are all within radio range of each other. These nodes thalocation algorithm, since it is not constrained by number
transmit packets to a common sink node by the proportioral priority levels. As a result, its rate allocation is clese
rate allocation algorithm described in IV-A. The sink nodéo the desired ratios. Siren with just 6 priority levels slsow
records the ratio of the throughputs obtained from each noperformance close to that of DWOP.



VII. RELATED WORK

6]
Substantial research exists on the individual components
of a fairness control framework i.e. fairness policy, PRd an
medium access. However we will focus only on the PR
scheme in this section. Priority resolution has been aekiev [7]
in the MAC layer by various means. Broadly, they can begg
classified into two approaches — beacon based [26], [5], [30]
or backoff based [6], [18]. This bifurcation can be tracedia [©]
to the original two competing standards for the wireless MAC
— 802.11/802.11e [6], which uses a differentiated backqffo]
stratergy, and HIPERLAN/1 [5] which uses beacons. 1]
Vaidya et al. propose a PR scheme, BTPS [30] (Busy To;we
Priority Scheduling) supporting two priority levels. Inigh
scheme, nodes are required to listen on three channelsgdul[ﬁ?]
idle periods — a data channel and two narrow-band busy-
tone channels. A node with a backlogged high priority packes]
transmits a busy tone signal (BT1) evelry slots. Neighbors
that hear BT1 will forward this signal to the node’s twoqyy
hop neighbors on a different band (BT2). The node’s two-hop
neighbors with backlogged low priority data that hear BT# wi15]
defer their transmissions. This ensures the transmisg$ibigb
priority packets. BTPS solves the hidden terminal probleti6]
effectively, but requires nodes to listen on multiple chelan [17]
during idle periods. It is also constrained to two priorityéls.
Kanodia et al. propose a dynamic PR algorithm for multihd8]
wireless networks [18]. In this scheme, nodes piggyback the
priority of their head of line (HOL) packet in RTS/CTS|1g]
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B. Hull, K. Jamieson, and H. Balakrishnan. Mitigatingngiestion in
wireless sensor networks. BenSys '04
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tributed multi-hop scheduling and medium access with dedayl
throughput constraints. INMobiCom '01

V. Kanodia, A. Sabharwal, B. Sadeghi, and E. Knightlyd€red packet

packets. By overhearing such RTS/CTS packets, nodes become scheduling in wireless ad hoc networks: mechanisms andnpeahce

aware of the HOL priorities of the nodes in their neighbortho 20]
and use this information to calculate the 802.11 backofth wi
which they should access the channel. DWOP [19] is similar
to the above scheme, except that it is stricter in its enfosre

of packet priorities — nodes are not allowed to send an RTS
unless the maximum priority level in their cache correspon{?2]
to their HOL packet. Since both schemes rely on overhe%q]

information, their performance degrades in lossy channels
[24]

VIIl. CONCLUSION
[25]
We take a fresh look at the existing wireless MAC archi-
tecture for QoS support and propose new design guidelines[ztg]
ensure greater flexibility and efficiency. We then proposersi
a new MAC protocol which fulfils these guidelines and then
implement it on a conventional CSMA-based wireless radis’]
We also propose and implement several different fairness
policies on top of Siren demonstrating its effectivenesd ar?8]
flexibility. 29]
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